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Abstract

A number of library-based parallel and sequential
network simulators have been designed. This paper
describes a library, called GloMoSm (for Global Mobile
system Smulator), for parallel simulation of wireless
networks. GloMoSm has been designed to be extensible
and composable: the communication protocol stack for
wireless networks is divided into a set of layers, each with
its own API. Models of protocols at one layer interact with
those at a lower (or higher) layer only via these APIs. The
modular implementation enables consistent comparison of
multiple protocols at a given layer. The parallel
implementation of GloMoSm can be executed using a
variety of conservative synchronization protocols, which
include the null message and conditional event
algorithms. This paper describes the GloMoSm library,
addresses a number of issues relevant to its
parallelization, and presents a set of experimental results
on the IBM 9076 SP, a distributed memory multi-
computer. These experiments use models constructed from
the library modules.

1 Introduction

The rapid advancement in portable @mputing
platforms and wireless communication technology has led
to significant interest in mobile cmputing and mobile
networking. Two primary forms of mobile cmputing are
becoming popular: first, mobile @mputers continue to
heavily use wired network infrastructures. Instead of being
hardwired to a single locdion (or IP address, a cmputer
can dynamicdly move to multiple locaions while
maintaining applicaion transparency. Protocols sich as
Mobile-IP have been suggested to handle message routing
in this genario. This is ©mewhat analogous to cdlular
telephony, where mobile subscribers must always
communicate over a singe hop to a base station, which
subsequently routes the cdl over a fixed network. In the
seoond form, cdled ad hoc networking, communicaion

among a set of mobile units is established 'on the fly'
without using any existing retwork infrastructure. In its
most general form, ad hoc networking supparts
transmisson of multimedia traffic over multi-hop
transmisgons in a network of mobile @mmunicaing
devices [1]. It is fairly easy to devise mobile networking
scenarios where a mobile multi-hop wireless network is
interfaced with a wired network such that end-to-end
performance is determined by the dharaderistics of both
wirelessand wired network components.

Protocols designed for this kind of environment are
complex to evaluate analyticdly due to fadors gich as
complex channel access protocols, hode mobility, channel
propagation properties, and radio charaderigtics.
Excesdve exeaution time of detailed models forms a
barrier for the dfedive use of simulation. In this paper we
explore the use of parallel discrete event simulation to
reduce eaution time for compaosable detailed simulation
model of wirelessnetworks.

GloMoSim is a library-based sequential and parallel
simulator for wireless networks. It is designed as a set of
library modules, ead of which simulates a spedfic
wireless communication protocol in the protocol stack.
The library has been developed using PARSEC, a C-based
paralel simulation language [4]. New protocols and
modules can be programmed and added to the library
using this language. GloMoSim has been designed to be
extensible and compaosable. It has been implemented on
both shared memory and dstributed memory computers
and can be exeauted using a variety of synchronization
protocols. In this paper we will focus on paralel
performance study on a distributed memory multi-
computer IBM 9076SP.

The remainder of this paper is organized as foll ows:
sedion 2 dscusses related work in the aea of network
simulation. Sedion 3 outlines the wireless gstem
architedure that is considered in this paper. Sedion 4



describes our primary simulation design approadh. Sedion
5 discusses a number of isaues that are relevant to parall el
simulation of large-scde mobile networks. Sedion 6
presents ©me eperimental results for paralé
performance study and sedion 7 isthe conclusion.

2 Reated work

Much of the existing reseach in parallel network
simulation has been done in the cntext of wired networks
that include ATM networks, LAN simulators, and
interconnedion networks for parallel computers [3,7,9,14].
Relatively little reseach has been done to evauate the
feasibility of parallel simulation of wireless networks.
Wireless and wired networks differ in fundamental ways:
for example, the signa interference and attenuation
concerns are inherently more complicated and typicaly
more @mputationally intensive for wireless mediums than
for wired mediums. Also, the broadcast nature of wireless
radio transmisson makes communicaion topdogy in
simulation models relatively denser than for an equivalent
wired network.

The reseach described in [12] studied the
performance of parallel smulation of a spedfic protocol —
a dustering agorithm in mobile, multi-hop, wireless
networks. This paper attempts to develop an entire set of
protocols by designing a library containing parallelized
modules that can simply be cmmposed together to evaluate
the performance of different implementations of protocol
stadks for very large networks.

Another closely related effort is the parall el simulation
of PCS networks [5]. However, there ae significant
differences both in network charaderistics and simulation
reseach isales. First, PCS is a cdl-centraized
communication system, where eath node can only tak
with the base station assgned to the cdl. Wireless
networks considered in this paper include multi-hop
networks. Sewnd, the wireless communicaion medium
can be modeled with differing detail that involves different
complexity in parallel simulation. Third, in PCS models,
communication is limited within a cél except that mohility
may cause inter-cdl and hence inter-processor
communication in parallel exeaution. In parallel smulation
of a wireless network, both node mohility and ordinary
communication may cause inter-procesor communication
(becaise signa interference among reighboring cdls
propagation is explicitly modeled), which dramaticdly
increases inter-procesor communication topdogy.

3 Network architecture

In this paper we focus on the simulation of ad hoc
networks. The networking stak is decomposed into a

number of layers as $own in Figure 1. A number of
protocols have been developed at ead layer and models of
these protocols or layers can be developed at different
levels of granularity.
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Figure 1. GloMoSim Architecture

For example, the channel propagation layer includes
a free space model that cdculates dgnal strength based
only on the distance between every source ad recever
pair; an analytical model that computes sgnal attenuation
using a log normal distribution; a fading channel model
that is computationaly much more epensive but
incorporates the dfeda of multi-path, shadowing and
fading in cdculating signal strength. As an example of
alternative protocols, consider the Data Link/MAC layer,
where a number of protocols have been suggested
including: carrier sense multiple acces(CSMA), multiple
access collision avoidance (MACA [11]) and floor
aqquisition multiple accss (FAMA). Eac of these has
been modeled in the GloMoSim library. At the network
layer, floodng protocol, flat distance vedor routing
protocol DSDV is also contained in the library. We ae
still developing herarchicd routing protocol to handle
scded network routing. At transport layer, a TCP/IP
simulator based on Free BSD 2.2.2 implementation hes
been built into library.

A common APl between every two neighboring
models on protocol stadks is predefined to suppart their
compasition. These APIs gedfy parameter exchanges and
services between neighboring layers. For example,
interfaces between Data LinkkMAC layer and network
layer are defined as messge passng with following
formatsin the simulation library:

Padket Handling APIs:
Packet_from NW to DLC(P_type, P_dest, P_source,
P_payload, P_size, P_VCID)

Packet_from DLC _to NW(P_type, P_dest, P_source,
P_payload, P_size, P_VCID)



P_type refers to the type of padket (data padkets,
control padkets, etc.), P_dest and P_source refer
respedively to source ad destination node, and the other
parameters are required for padket processng or quality of
service suppat. Each protocol module & a given layer is
required to comply with the APIs defined for that layer.

4 Simulation design: wirelessmodel library

GloMoSim aims to develop a modular simulation
environment for protocol stacs described in the previous
sedion that is capable of scding y to networks with
thousands of heterogeneous nodes. If al protocol models
obey the drict APIs defined at ead layer, it will be
feasible to simply swap protocol models at a cetain layer
(say evaluate the impaa of using CSMA rather than
MACA as the media acces control protocol) without
having to modify the models for the remaining layers in
the stack.

GloMoSim library is written in PARSEC (for
PARallel Simulation Environment for Complex Systems)
[4], a simulation environment derived from the Maisie
simulator [2]. PARSEC adopts a message-based approach
to dscrete-event simulation: physicd processes are
modeled by simulation objeds cdled entities, and events
are represented by transmisson of time-stamped messages
among corresponding entities. A visual-programming
environment cdled PAVE (for PARSEC Visua
Environment) has also been developed to suppat the
visual design of PARSEC programs or to visualy
configure simulation models using pre-defined
components for a library in a spedfic goplicaion domain
like GloMoSim.

The requirements of scdability and modularity make
the library design a chalenging issue. A straightforward
approach is to map eadh network node to a singe
simulation objed, i.e. a PARSEC entity instance
However, previous experience has indicated that a large
number of simulation objeds can considerably increase
simulation overhead, and such design is not scdable. For
example, in order to simulate networks with more than
100,000 mobile nodes, at least 100,000 entity instances
have to be adeaed. Thiswas found to be untenable & well
asimpradicd.

Instead, GloMoSim assumes that the network is
decomposed into a number of partitions and a single entity
is defined to simulate a singe layer of the cmplete
protocol stad for al the network nodes that belong to the
partition. Interadions among the eitities must obey the
corresponding APIs described in the previous sdion.
Syntadicdly, the interadions may be spedfied using

messages, function cdls, or entity parameters as
appropriate. This method supparts modularity because a
PARSEC library entity representing a layer of the protocol
stadk is largely self-contained. It encgpsulates the
complexity of a spedfic network behavior independently
from other ones. This method also suppats sdability
becaise node aygregation inside one entity will be éle to
reducethe total number of entities which has been found to
improve sequential performance e/en more dramaticdly
than parall el performance

A number of protocols have drealy been
implemented into the library as mentioned in sedion 3.
Composition of library entities into a cmmplete protocol
stadk for a group of mobile nodes can be described either
textually within an initializaion entity cdled driver, or
visually using PAVE that subsequently generates the
corresponding driver entity. In addition, for paralel
conservative exeadtion, it is also necessry to map the
entities to procesors and spedfy the mmunicaion
topdogy information required by the rresponding
protocol. This information may also be spedfied using the
PAVE front-end or textually in the driver entity.

5 Parallelization

Efficient parallel simulators must addressthree sets of
concerns:
«efficient synchronization to reduce simulation overheads;
*model demmpasition or partitioning to adieve load
balance
efficient process to procesor mappings to reduce
communications and ather overheads in parall el exeaution.

5.1 Synchronization protocols

The performance of GloMoSim library is evaluated as
a function of three different conservative synchronization
algorithms: null message protocol [15], conditional event
protocol [6], and Accderated Null Message protocol
(ANP), which is a combination of precaling two schemes
[10]. The PARSEC visual front-end (PAVE) all ows choice
of a spedfic oconservative runtime to be seleded smply as
an option in the exeaution command!

As the null message protocol is well known, we omit
descriptions from this paper [15]. The mnditional event
protocol distingushes between definite axd conditional
events. Definite events are those that can be scheduled
locdly by an entity (for instance departure of a job from a
FIFO server); conditional events require communicaion
among al the LPs or entities to identify the globally
ealiest conditiona event, which is then converted into a
definite event. Both synchronous and asynchronous
algorithms have been defined to identify the ealiest



conditional event; these dgorithms are very similar to
those used to compute GVT for optimistic synchronization
protocols. The primary advantage of conditional event
algorithm is that its performance is less enstive to
lookahead properties of the model [10]. Since the ANP
algorithm uses null messages together with the conditional
event algorithm, it is expeded to perform well with models
whose lookaheal properties are not well understood o
where they change dynamicadly.

A sequential simulation model must typicdly be
refined in two ways for parallel exeaution: first, all the
entities that comprise the model must be mapped to
processors; the mapping isaues are aldressed in the next
sedion. Seowond, to improve parallel performance with
conservative protocols, the exad communicaion topdogy
and lookahead properties dould be spedfied for the
model. Our GloMoSim library entities have dready been
added related opimizaion codes using appropriate
PARSEC constructs. These will be briefly described in the
foll owing sub-sedions.

5.1.1 Communication topology specification. Each
PARSEC entity contains default variables cdled source-
set and destination-set that respedively refer to a set of
entities that send to or receve messages from the given
entity. By spedfying these sets predsely for ead entity,
synchronization overheads of any null message based
conservative method can be reduced significantly. For this
purpose, PARSEC provides following functions that can
be cdled inside an entity to respedively add a delete
entitiesin its ource and destination sets.

add_source( entity-identifier-list)

add_dest( entity-identifier-list)

delete_source( entity-identifier-list )

delete_dest( entity-identifier-list )

PARSEC runtime system guarantees that exeaution
of eadh entity will be synchronized with al the other
entities belonging to its ource-set. If an entity recaves a
message from an entity that has not been dedared as its
source, appropriate aror messages will be generated. In
our current GloMoSim implementation, the models assume
a static communication topdogy, which is gedfied in an
initi ali zation entity cdled driver.

51.2 User defined lookahead. Sedng that good
lookahead exploitation is esential to improve performance
of conservative protocol [8], we try to extrad lookahead
from a PARSEC entity's smantic information.
Spedficdly, if an entity’s next output message has at least
time-stamp increment & compared with the entity’s current
simulation clock, we say a lookaheal & can be obtained.
For example, in the channel propagation model, we spedfy

the lookahead to be propagation delay becaise we can
guarantee that a next output message will have timestamp
increment of this value than the ettity’s current clock.
Generally, if we can regard an entity simulating a network
protocol as a FCFS server, lookaheal can be obtained by
pre-computing its <ervice time. PARSEC provides a
function cdled setlookahead( lookahead ) to spedfy this
dynamic lookahead.

5.2 Partitioning

The primary goal of partitioning is to decompose the
simulation model into a number of components that keep
the computational load approximately balanced while
minimizing the communicaion overheads. In GloMoSim,
this is attempted by assgning an approximately equal
number of network nodes to ead partition and an equal
number of entities (or partitions) to ead processor.
However, in our application, complete load balance, based
on decomposition of initial static network topdogy is
impossble due to the non-uniformity of traffic direced to
a partition from its neighbors. For example, assume that
2000 network nodes have been placeal in an 800-m x 800
m region. The region can be partitioned in a number of
ways. consider the foll owing three partitions, respedively
referredtoas4 x 4, 8 x 2 and 16x 1 partition as shown in
Figure 2, 3, 4. As ead of the various partitions potentially
have adifferent number of neighbors, the communicaion
topdogy is asymmetric which implies that crossborder
message traffic and hence the computational load will be
unbalanced. The 2 x 8 partition or 1 x 16 partition may
improve the load balance fador because the number of
neighboring partitions do not differ dramaticdly among
the various partitions as 4 x 4 partition. Experimental
results of paralel performance with different partitioning
schemes are presented in the next sedion. (Note that in
these models, it is typicdly not appropriate to assume a
toroidal region, which would smocthen out this form of
communication irregularity.)
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Figure 2. a4 X 4 par‘[ition‘ ’Figure 3. a8 X 2 partition

Figure 4. a 16 X 1 partition




Proper seledion of partition urits may reduce inter-
procesor messages. In our applicaion, an inter-partition
message is ent whenever a simulated network padket is
transmitted with a radio pawer strong enoughto aaossthe
border of two partitions. Otherwise, the message is just a
locd computation within the partition. Therefore, we
seled ead partition to be & least equal to the dfedive
transmisgon range of a mobile radio. On one hand, by
increasing the partition urit size the ratio of crossborder
messages over locd messages will be reduced. On the
other hand, deaeasing the partition size will allow nodes
in distant partitionsto be cmputed relatively independent.

5.3 Mapping

In GloMoSim, eat partition consists of a set of
entities, ead of which simulates a cetain network model
exeauted by a group of mobile nodes. Given P partitions
and M layers, thisimplies M x P entities. Typicdly thisis
larger than the avail able number of procesrs, so entities
must be aygregated on procesors using some scheme. We
first evaluate the impad of horizontal vs. vertical
mappings or aggregation of the eaitities. In the former
scheme, entities from all partitions that simulate the same
network layer are mapped to one procesr; in the latter
scheme, all entities that simulate different layers within a
given partition are mapped to one processor. Considering a
simple experiment that includes four different layers of
protocol stacks (channel, radio, MAC, and traffic
generator) under four partitions, the sequential and 4
procesor parallel performance of above two mapping
schemes is sown in Table 1. Although both mappings
yield paralel performance to improve, the verticd
aggregation is found to be more dficient for al the
evaluated synchronization protocols. This follows because
messages smulating data flow and control flow are passed
frequently up and down among entities that simulate the
corresponding layers. So, verticd mapping, which assgns
entities smulating layered protocol stadk for a given
region on the same processor has a lower communication
overhead compared with the horizontal mapping.

Mapping GEL 4-Null 4-Cond | 4-ANP
(seg (seq (se9 (se9

Horizontal | 838 480 486 490

Verticd 839 326 381 333

Table 1 Execution time comparison of two
aggregation schemes

The next concern is distribution of partitions among
processors. We view the partitions as forming a two-
dimensional matrix. Typicd strategies [13] that have been
used in decmposing matrix include random mepping,
which asdgns entities randomly to processors; block
mapping, which asdgns a block of neighboring entiti es to
one procesor (Figure 5); and cyclic mapping, which
asdgns entities cyclicdly to procesors (Figure 6).
2 1/2(3]4
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Figure 5. Block mapping Figure 6. Cyclic mapping

Table 2 presents parallel exeaution time using cyclic
and bock mapping for 4 x 4 partition on 4 and 8
processors respedively. The network configuration is the
same & used for Table 1. Block mapping achieves better
performance than cyclic mapping wsing Null and ANP
protocol, but for the conditional protocol, no significant
difference can be seen.

Processors | NULL (seg) [COND (sed | ANP( seQ
Block 8 131 148 151
Block 4 171 154 179
Cyclic 8 147 146 160
Cyclic 4 181 152 189

Table 2: Parallel performance vs. mapping schemes

The results indicae that performance of Null message
and ANP algorithms are mnsiderably more sensitive to the
spedfic mapping scheme (block vs. cyclic) than the
conditional event algorithm. Obvioudy, since the model
includes communicaion primarily among reighboring
entities, block mapping is better in exploiting locdity.
Thus it will reduceinter-procesor red message & well as
piggybadked null message passng. However, conditional
algorithms do not benefit from this mapping choice
becaise its identification of the ealiest event requires
global communication among al entities on al processors
regardless of the spedfic communication topdogy in the
model. Our subsequent experiments reported in the
following sedions will use block mapping with verticd

aggregation.



6 Experiment configurationsand results
6.1 Configuration

The following configuration is used for subsequent
experiments that investigate paralel performance a raw
padket traffic generator with Poisson distribution, MACA
or CSMA protocol at the data linkkMAC layer, a spread
spedrum radio without cagpture aility for ead node, and
free space hannel propagation model. The parameters in
the eperimental configuration are aljusted so that
simulation can complete in a reasonable period. Typicdly,
these include:
*  Number of network nodes. 200Q unless pedfied
otherwise
 Dimensions of the region over which nodes are
randomly deployed: 800m X 800m
e  Static network topdogy is assumed
o Traffic pattern: Poison process ( A = 1 pkt /sec for
ead node unless pedfied atherwise)
e Radiotransmissonrange: 50m
* Addtional parameters are defined, as appropriate,
within the models for the individual entities.
* Pardld architedure: IBM 9076 SP, a distributed
memory multi-computer. It consists of a set of RS6000
workstation processors conneded by a high-speed switch.
Each node has a main memory of 128 megabytes.

To ensure onsistent and meaningful comparisons of
parale performance, al speedup of p-procesors reported
in this paper are computed with resped to a P-partitioned
sequential implementation (global event list agorithm
implemented using splay trees) over a P-partitioned
paral e algorithm on p-processors.

6.2 Partition and load balance experiment

The first set of experiments is used to identify the
most suitable partitioning strategy. Figure 7 shows the
variation of speedup, using p to 16 pocesors, for eah
of the three partition schemes discussed in sedion 5.2.
Three onservative dgorithms: null message (null),
conditional event (cond), and combination approach
(ANP) are used in ead case.

We first consider the impad of the partitioning
scheme: As can be seen, in generd, the linea partitioning
16 x 1 yields the best performance This is becaise the
linea partitioning hes the simplest communicaion
topdogy, with ead entity communicating with at most two
other entities. Thus communication and null message ratio
among partitions can be gredly reduced. Secondly, in all
the threepartiti oning schemes, when running on lessthan 4
processors, the performance of conditional event algorithm
is dightly superior to the null message dgorithm. As the

4 X 4 Partition 8 X 2 Partition

speedup
P N Wb 01O

P
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1 2 4 8 16 1 2 4 8 16
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Figure 7 Speedup measurement using different
partition schemes

number of procesors increases, the situation reverses and
the performance gap between the two algorithms gets
degoer. This can be atributed to the high overhead of
global communicaion required by the conditional event
algorithm to compute the ealiest event. As more
procesors are used, global computation used by the
conditional event protocol requires more inter-processor
conditional event messges to be broadcast. The
performance of ANP algorithms is close to that of the null
message dgorithm except when the number of procesors
incresses suibstantialy. In this dtuation the overhead due
to conditional event computations degrades its
performance Thirdly, note that for a given number of
network nodes, for 4 x 4 and 2 x 8 partitions, the speedup
does not increase significantly as the number of procesors
are incressed beyond 4. Analysis indicates that increasing
the number of processors also leals to dramatic increment
of inter-procesor messges, which then cancds partial
potential benefits from the increased concurrency.



Partition GEL 1-Null | 1-Cond | 1-ANP
(e [ (se9 | (se9 | (se9
4X4 312 286 254 308
8X2 315 296 265 314
16X 1 320 276 263 288

Table 3 Execution time of sequential and one node
conservative algorithm

Finaly, note that sequential algorithm (GEL) is dower
than 1 node mnservative dgorithms. Their exad exeaution
times are given in Table 3. The relatively worse
performance of GEL is primarily due to its larger entity
scheduling and queue management overheads. Since GEL
exeautes events in dtrictly timestamp order acaoss all
entities, this can often cause numerous (unrecessary)
context switches. Whereas in the cae of conservative
algorithms, for processes with good lookahead, a number
of events may be exeauted on the same antity before other
events with lower timestamp are exeauited on a different
process This will result in fewer context switch
operations. Second, GEL must sort al the entities in the
order of ealiest message timestamp in their input queue.
Since our entity queue is implemented using a splay tree
the sorted queue operation involves more overheals than
the unsorted entity lists exploited in our conservative
algorithm implementation.

6.3 Parallel performance: network characteristic
dependency

ECsSMA
HEMACA

speedup
O P N W » 01 O
|

1 2 4 8 16
number of processors

Figure 8 Speedup comparison of CSMA and MACA

As expeded, different protocol models will yield
different paralel performance due to their respedive
charaderistics. Figure 8 presents paralel simulation
speadup of two networks that are identicd in all respeds
except that one of them uses the carier sense multiple
access(CSMA) whereas the other uses the multiple acces
collision avoidance (MACA) protocol in MAC layer.
Dramatic differences are gparent in this experiment.

Analysisindicates that although both models have the
similar lookahead properties, becaise MACA involves
more red messages to negotiate in channel acquisition, the
NMR ratio (nul messge number over red messge
number) is obvioudy smaller than that of CSMA (Table
4). Aswe know, smaller NMR indicates that the model has
greder ratio o computation over synchronizaion
overheda; thus patentialy it has more @ncurrency to be
exploited for parallel speedup.

Mode NMR
MACA 0.75
CSMA 34

Table 4. NMR comparison of two models

Considering that MACA protocol usualy requires
longer simulation exeaution times and performs better in
larger wireless networks ( subjed to hidden terminal
problems ), the remaining experiments will use it as
channel aaquisition strategy (of course, we dso like the
fad that it makes our parallel performance numbers
better!).
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Figure 9. Speedup vs.
traffic load

number of processors
‘ [ 1000 [J 1600 M 2000 [ 3000 ‘

Figure 10. Speedup vs.
node density

Figue 9 and Figure 10 present the impad of two
network charaderigtics, traffic load and node density, on
paralel simulation performance Both experimental
configurations are largely the same & Pedfied in sedion
6.1 except that in figure 9, we vary the traffic arival rate
per network node from 1 padet/secto 50 mdets/ sec and
in figure 10, we let the node density vary by assgning
different network nodes from 1000 to 3000in a fixed
geographicd area Both figures present parallel exeaution
results on wp to 16 pocesors using 16 x 1 partition
scheme and null message synchronization protocol.

It is clea that either increasing the traffic rate or node
density monotonicaly improves the parallel performance
The reason can be seen from the reduced NMR for bath
scenarios $own in table 5 and table 6.



Traffic load (pkt/sec) NMR

1 1.7
5 148
10 075
50 017

Table 5 NMR of various traffic loads

Node number NMR
1000 310
1600 124
2000 Q75
3000 Q35

Table 6 NMR of various node densities

7 Conclusion and work in progress

This paper describes GloMoSim, a modular library
for paralel simulation of wireless network. It has been
designed to be etenshble axd composable: the
communication protocol stadk for wireless networks is
divided into a set of layers, and APIs are defined for eath
layer. This architedure dlows us to implement aternative
protocols at eat layer and evaluate their performancein a
consistent manner. Parallel model exeaution is provided to
users in an (almost) transparent manner. A user typicdly
configures the experiment by visually pladng icons that
represent the nodes, then seled sequential or one of the
three aailable @nservative synchronizaion algorithms.
Once apardle agorithm is sleded, the anayst must
additionally indicate the mapping strategy and number of
procesors. We have presented a set of experimenta
results on a distributed memory multi-computer that
compare paralel performance of different conservative
synchronization algorithms, partiti oning schemes, entity to
procesor  mapping and network  charaderistics
dependency.

Current work in progressis aimed at expanding the
library with new protocol modules and a thorough
investigation of parallel performance under the impad of
different parallel architecure environment, node mohility
as well as the suitability of optimistic synchronizaion
algorithms.
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